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§ t-µ universality
§ B decays

§ µ-e universality
§ B decays

§ gμ-2

§ Proton radius puzzle: MUSE

§ Kaon decays: TREK/E36

Outline
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§ e, μ, and τ: Different masses, same gauge couplings
§ Lepton universality has been rather well established at 10-3 – 10-2 level
§ Summary by A. Pich, arXiv:1201.0537v1 [hep-ph] (2012)

§ Couplings to W and Z0
(LEP-II [PDG 2010])

§ Belle, Babar, LHCb (HFLAV 2019)

§ LHCb (March 2021)
BR(B+→ K+μ+μ-) / BR(B+→ K+e+e-) = 0.846+0.042-0.039+0.013-0.012

§ Muon anomalous mag. moment (Apr 2021) aμ = 116 592 061(41)×10−11 

§ Proton charge radius puzzle (since 2010) 
re (μH) = 0.84087 ± 0.00039 fm,  re (CODATA2014) = 0.8751 ± 0.0061 fm

2.4s dev.

3.6s dev.

Limits of lepton universality (until 2021)

5.6s dev.

3

3.1s dev.

4.2s dev.



§ e, μ, and τ: Different masses, same gauge couplings
§ Lepton universality has been rather well established at 10-3 – 10-2 level
§ Summary by A. Pich, arXiv:1201.0537v1 [hep-ph] (2012)

§ Couplings to W and Z0
(LEP-II [PDG 2010])

§ Belle, Babar, LHCb (Oct 2022+Mar 2023)

§ LHCb (Dec 2022)
R(K(+,*)) ~ 1.0; dR ~ 0.05-0.10

§ Muon anomalous mag. moment (Apr 2021) aμ = 116 592 061(41)×10−11 

§ Proton charge radius puzzle (June 2021) 
re (μH) = 0.84087 ± 0.00039 fm,  re (CODATA2018) = 0.8414(19) fm

2.4s dev.

3.2s dev.

Limits of lepton universality (2023)

? 5.6s dev. ?
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Lepton non-universality in B-decays (t-µ)
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§ Spring 2019: R(D) ~ 2.3σ, R(D*) ~ 3.0σ; combined at 3.62σ



1. Introduction 2/44

Where were we?
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• Longstanding 3.3.� hint of a deviation from lepton universality

• A long time since any updates....

Lepton non-universality in B-decays (t-µ)
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§ 2021: R(D), R(D*) ~ combined at 3.3σ



Lepton non-universality in B-decays (t-µ)
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§ Oct. 2022: R(D), R(D*) ~ combined at 3.2σ

4. Result 43/44

Result
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• New preliminary average: slightly lower R(D⇤), slightly higher
R(D), reduced correlation

• 3.3� ! 3.2� agreement with SM
• Excellent overall agreement between measurements



Lepton non-universality in B-decays (t-µ)
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§ 2023: R(D), R(D*) incl. hadronic-τ decays ~ combined at 3.2σ



Lepton non-universality in B-decays (μ-e)
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§ LHCb: R(K(+,*)) = Γ(Β(+,0) àK(+,*) μ+μ-) / Γ(Β(+,0) à K(+,*) e+e-)
§ Summer 2018: R(K(+,*)) different from SM at the 2.5σ level



RK with full Run1 and Run2 dataset

RK = 0.846 +0.042
�0.039 (stat) +0.013

�0.012 (syst)

⌘ p-value under SM hypothesis: 0.0010
! Evidence of LFU violation at 3.1�

⌘ Compatibility with the SM obtained by
integrating the profiled likelihood as a
function of RK above 1

⇤ Taking into account the 1% theory
uncertainty on RK [EPJC76(2016)8,440]
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Lepton non-universality in B-decays (μ-e)
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§ LHCb: R(K+) = Γ(Β+àK+ μ+μ-) / Γ(Β+ à K+ e+e-)
§ Spring 2021: R(K+) different from SM at 3.1σ level

Full Run1 + Run2
arXiv:2103.11769

Nature 18, 277–282 (March 2022)

R. Aaji, PRL 122, 
191801 (2019)

RK with full Run1 and Run2 dataset

RK = 0.846 +0.042
�0.039 (stat) +0.013

�0.012 (syst)

⌘ p-value under SM hypothesis: 0.0010
! Evidence of LFU violation at 3.1�

⌘ Compatibility with the SM obtained by
integrating the profiled likelihood as a
function of RK above 1

⇤ Taking into account the 1% theory
uncertainty on RK [EPJC76(2016)8,440]
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Lepton non-universality in B-decays (μ-e)
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§ LHCb: R(K(+,*)) = Γ(Β(+,0) àK(+,*) μ+μ-) / Γ(Β(+,0) à K(+,*) e+e-)
§ December 2022: R(K(+,*)) consistent with Standard Model

Renato Quagliani LHC Seminar, CERN 51

Results
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Figure 2: The fitted invariant mass distributions of the rare (top) B+
and (bottom) B0

candidates

in (left) the low-q2 and (right) central-q2 regions. The plotted components are identified in the

legend. OLD PLOT FOR NOW BUT YOU GET THE IDEA, WILL BE SINGLE-
COLUMN 1:1 ratio SO 170 words

and uncertainties.247

The invariant mass distributions of the rare electron candidates resulting from the248

final fit to the four lepton universality observables are shown in Figure 2. The measured249

values of the observables of interest are250

low-q2
(
RK = 0.994 +0.090

�0.082 (stat)
+0.027
�0.029 (syst),

RK⇤ = 0.927 +0.093
�0.087 (stat)

+0.034
�0.033 (syst)

central-q2
(
RK = 0.949 +0.042

�0.041 (stat)
+0.023
�0.023 (syst),

RK⇤ = 1.027 +0.072
�0.068 (stat)

+0.027
�0.027 (syst).

All four measurements are in agreement with predictions of the SM. []251

Systematic uncertainties associated with e�ciencies are evaluated by varying the252

assumptions made when calibrating the simulated samples. The biggest uncertainty of253

this type is the stability of the rKJ/ and rK
⇤

J/ ratios as a function of di↵erent kinematic and254

geometric variables associated with these decays. The overall systematic uncertainties for255

e�ciencies are below 1% in all cases except RK⇤ low-q2 where they are 2%. Systematic256

uncertainties associated with the modeling of rare decay form factors are evaluated using257

simulation and found to be negligible for B+ decays and around 1% for B0 decays.258

Systematic uncertainties associated with the modeling of the invariant mass distributions259

are dominated by the data-driven modeling of misidentified backgrounds, and are 2–2.5%260

7

✦ Muon  agrees to published value 
within the analysis 

✦ Scaling  to measured 
branching ratios of muon mode in 
central  

ℬ

R(K,K*)

q2

Analysis: results

JHEP 06 (2014) 133

JHEP 11 (2016) 047

Full Run1 + Run2
arXiv:2212.09153
Supersedes previous
results!
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Lepton non-universality: Muon g-2

56$7)(*%8*.9$'0,2.):
- Standard Model assumes that all leptons have the same interactions (aside from trivial mass effects)


- Violation of lepton universality would be an important clue to new physics: 


- MUSE will directly compare form factors determined by ep and μp scattering, a more general lepton universality test than 

just the charge radius

LHCb collaboration, Test of Lepton Universality 
in beauty-quark decays, arXiv:2103.11769

The Muon g - 2 Collaboration, Measurement of the Positive Muon 
Anomalous Magnetic Moment to 0.46 ppm, arXiv: 2104.03281

The Muon g-2 Collaboration, Measurement of the Positive Muon 
Anomalous Magnetic Moment to 0.46 ppm, arXiv: 2104.03281
Blinded analysis. Expect smaller errors in the future.
Huge theory effort: Hadr. vac. pol., light-by-light scatt.; Lattice QCD



The proton radius puzzle in 2010/2013
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The proton rms charge radius measured with
electrons: 0.8770 ± 0.0045 fm (CODATA2010+Zhan et al.)
muons: 0.8409 ± 0.0004 fm

R. Pohl et al., Nature 466, 213 (2010)
A. Antognini et al., Science 339, 417 (2013)

Proton charge radius (fm)



The proton radius puzzle in 2016
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The proton rms charge radius measured with
electrons: (0.8751 ± 0.0061) fm (CODATA2014)
muons: (0.8409 ± 0.0004) fm

R. Pohl et al., Nature 466, 213 (2010)
A. Antognini et al., Science 339, 417 (2013)

Proton charge radius (fm)

5.6 σ
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The proton radius puzzle in 2023

Plot: courtesy by J. Bernauer

0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.9
rp

Red = μp spectroscopy
Black = ep scattering
Green = ep spectroscopy
Blue = CODATA
Dark-red = Future scattering



Motivation for μp scattering

Muonic hydrogenElectronic hydrogen
Spectroscopy

Scattering
Electron scattering

0.8758 ± 0.0077 0.84184 ± 0.00067 
0.84087 ± 0.00039

0.8770 ± 0.0060
Muon scattering

???
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Idea for MUSE developed by R. Gilman, G. Miller, and M.K. at PINAN2011, Morocco



§ Proton radius puzzle not solved in 2023 – 13 years later
§ Lepton non-universality in the center of beyond-SM effects

§ MUSE first proposed in 2012, PAC-approved in 2013
§ R&D program with NSF, BSF, and DOE support 2014 – 2016

§ Technical design report November 2015
§ Collaborative funding proposal to NSF in Nov 2015: Mid-scale
§ NSF technical review February 2016

§ Target conceptual design March 2016
§ MOU with PSI April 2016
§ Project management review May 2016 ➞ award recommendation!

§ Funding for construction has begun in fall 2016
§ Construction and commissioning of MUSE 2016-2022
§ Initial scattering data collected in Fall 2021 and Fall 2022

§ Data taking for 12 calendar months – 5 months in 2023 ongoing

MUSE timeline and status
17



MUSE experiment layout
§ Beam particle tracking
§ Liquid hydrogen target
§ Scattered lepton detected

Measure e±p and μ±p
elastic scattering

p = 115, 153, 210 MeV/c
θ = 20o to 100o

Q2 = 0.002 - 0.07 (GeV/c)2

ε = 0.256 - 0.94

Challenges
§ Secondary beam with π

background – PID in trigger
§ Non-magnetic spectrometer
§ Background from Møller

scattering and muon decay
in flight e/π/μ

18



MUSE: expected precision for TPE (muons)
19

§ Investigation of e+/e-, μ+/μ-
§ Direct measurement of 2-photon effects 
§ TPE for muons could be sizable; for e+/e- expect sub-percent

Motivation / Introduction
MUSE Detector setup and status

MUSE activities and outlook

Detectors
Error estimations

MUSE DIRECT COMPARISON OF µ+ + p AND µ� + p

Projected relative statistical uncertainties in the ratio of µ+p to µ�p elastic cross sections.
Systematics ⇡ 0.2%.

The MUon Scattering Experiment at PSI (MUSE), MUSE technical Design Report, arXiv:1709.09753 [physics.ins-det]

Dr. Tigran Armand Rostomyan Status of the MUSE experiment 26 / 29



MUSE: expected precision for LU ratio
20

§ Comparison of ep and μp cross section statistical uncertainty, 
systematic better than 0.5%

§ The MUon Scattering Experiment at PSI (MUSE),
MUSE Technical Design Report, arXiv:1709.09753 [physics.ins-det] 



§ Cross sections to <1% stat. for backward μ, <<1% for e and forward μ
Absolute 2%, point-to-point relative uncertainties few x10-3

§ Individual radius extractions from e±, μ± each to 0.010 fm
§ Compare e±p and μ±p for TPE. Charge-average to eliminate TPE.
§ From e/μ xsec ratios: extract e-μ radius difference with minimal truncation error

to 0.0045 fm or ~8σ (1st-order fits)
§ If no difference, extract combined radius to 0.007 fm (2nd-order fit)

MUSE: expected precision for charge radius
21



§ Charge radius extraction limited by systematics, fit uncertainties

§ Many uncertainties are common to all extractions in the experiment: Cancel in 
e+/e-, μ+/μ-, and μ/e comparisons

§ Re-Rμ = 0.034±0.006 fm (5.6σ), MUSE:  δ(Re-Rμ) = 0.0045 fm (7.6σ)

MUSE: expected precision for radius diff.
22

MUSE suited to verify 5.6σ effect (CODATA2014) with 7.6σ significance



2018-2022 installation and commissioning

Nov. 2017 Oct. 2017

Dec. 2018: Assembly complete; Summer/fall 2019: Initial commissioning
Fall 2020/Spring 2021: Commissioning cont’d under Covid-19 constraints
From Fall 2022: Start production data for 12 beam months over ~2 years

23



2023-2025: production data taking

Nov. 2017 Oct. 2017

Dec. 2018: Assembly complete; Summer/fall 2019: Initial commissioning
Fall 2020/Spring 2021: Commissioning cont’d under Covid-19 constraints
From Fall 2022: Start production data for 12 beam months over ~2 years

24



72 MUSE collaborators from 25 institutions in 5 countries:

George Washington University, Montgomery College, Argonne National Lab, Temple University, 
Duquesne University, Stony Brook University, Rutgers University, Hebrew University of Jerusalem, 
Tel Aviv University, University of Basel, Paul Scherrer Institute, Johannes Gutenberg-Universität, 
Hampton University, University of Michigan, University of South Carolina, Jefferson Lab, 
Massachusetts Institute of Technology, Technical University of Darmstadt, St. Mary’s University, 
Soreq Nuclear Research Center, Weizmann Institute, Old Dominion University           (April 2020)

MUon Scattering Experiment – MUSE
25

A. Afanasev, A. Akmal, A. Atencio, J. Arrington, H. Atac, C. Ayerbe-Gayoso, F. Benmokhtar, K. Bailey,
N. Benmouna, J. Bernauer, W.J. Briscoe, T. Cao, D. Cioffi, E. Cline, D. Cohen, E.O. Cohen, C. Collicott, 
K. Deiters, J. Diefenbach, S. Dogra, E.J. Downie, I. Fernando, A. Flannery, T. Gautam, D. Ghosal, 
R. Gilman, A. Golossanov, R. Gothe, D. Higinbotham, J. Hirschman, D. Hornidge, Y. Ilieva, 
N. Kalantarians, M.J. Kim, M. Kohl, O. Koshchii, G. Korcyl, K. Korcyl, B. Krusche, I. Lavrukhin, L. Li, 
J. Lichtenstadt, W. Lin, A. Liyanage, W. Lorenzon, K.E. Mesick, Z. Meziani, P. M. Murthy,  J. Nazeer, 
T. O'Connor, P. Or, T. Patel, E. Piasetzky, R. Ransome, R. Raymond, D. Reggiani, H. Reid, 
P.E. Reimer, A. Richter, G. Ron, P. Roy, T. Rostomyan, P. Salabura, A. Sarty, Y. Shamai, N. Sparveris, 
S. Strauch, N. Steinberg, V. Sulkosky, A.S. Tadepalli, M. Taragin, and N. Wuerfel



§ Lepton non-universality?

§ TREK Program
§ E06: Search for Time Reversal Symmetry Violation
§ E36: Test of Lepton Universality
§ Search for Heavy Neutrinos
§ Search for Light Bosons

§ TREK Apparatus

§ Status

TREK

Lower intensity

26

http://trek.kek.jpE36 data taking completed in 2015 !



CANADA
University of British Columbia
Department of Physics and Astronomy
TRIUMF

USA
University of South Carolina
Department of Physics and Astronomy
University of Iowa
Department of Physics
Hampton University
Department of Physics

JAPAN
Osaka University
Department of Physics
Chiba University
Department of Physics
Rikkyo University
Department of Physics
High Energy Accelerator Research
Organization (KEK)
Institute of Particle and Nuclear Studies

RUSSIA
Russian Academy of Sciences (RAS)
Institute for Nuclear Research (INR)

TREK (E36/E06) collaboration
~30 collaborators
Spokespeople:
M.K., S. Shimizu

27



Timeline of TREK E06 and E36
§ 2006: E06 (T-violation) Proposal (PAC1)
§ 2009: J-PARC PS and HF start operating
§ 2010: E36 (LFU/HNS) Proposal (PAC10)
§ 2011: E36 stage-1 recommended (PAC11)
§ 2012: E36 stage-1 approved (PAC15)
§ 2013: E36 stage-2 recommended (PAC17)
§ 2014: E36 stage-2 approved (PAC18)
§ Detector preparation November 2014 – April 2015
§ First commissioning run April 8 (24) – May 7, 2015
§ Second commissioning run June 3 – 26, 2015
§ Implemented improvements in summer 2015
§ Production run October 14 – November 24, 2015
§ Run extended until December 18, 2015
§ 2016-2023: Analysis in progress and first results

28



Standard Model:

§

§ In the ratio of Γ(Ke2) to Γ(Kμ2), 
hadronic form factors are cancelled

§

§ Strong helicity suppression of the electronic channel 
enhances sensitivity to effects beyond the SM

§ Highly precise SM value
RK

SM= (2.477±0.001) x 10-5 with δr = -0.036;   (à δRK/RK=0.04%)
V. Cirigliano, I. Rosell, Phys. Rev. Lett. 99, 231801 (2007)

radiative correction
(Internal Brems.)helicity suppression

Lepton universality in Standard Model Kl2

ge=gμ?

29



Experimental status of RK

§ Highly precise SM value
RK = (2.477 ± 0.001) × 10-5  (with δr = -0.036),  δRK/RK=0.04%
V. Cirigliano, I. Rosell, Phys. Rev. Lett. 99, 231801 (2007)

§ KLOE @ DAΦNE (in-flight decay)
RK = (2.493 ± 0.025 ± 0.019) × 10-5

F. Ambrosino et al., Eur. Phys. J. C64, 627 (2009)

§ NA62 @ CERN-SPS (in-flight decay)
RK = (2.488 ± 0.007 ± 0.007) × 10-5

C. Lazzeroni et al., PLB719, 105 (2013)

§ World average (2012) 
RK = (2.488 ± 0.009)×10-5, δRK/RK=0.4%

§ Dominant systematics:
– In-flight-decay experiments: kinematics overlap
– E36 stopped K+: detector acceptance and target
– E36 complementary to in-flight experiments

§ E36 orig. goal: δRK /RK = ± 0.2% (stat) ± 0.15% (sys)  [0.25% tot.]   

1.3 %

30



J-PARC E36 Collaboration Physics Letters B 826 (2022) 136913

Fig. 1. Schematic cross sectional side view (right) and end view (left) of the E36  detector configuration. Charged particles from TGT were momentum analyzed by recon-
structing the particle trajectory using three MWPCs, C2, C3, and C4, as well as by TGT and SFT. Particle identification was carried out using AC, PGC and by measuring the 
time-of-flight between the TOF1 and TOF2 counters. The photon energy and hit position were measured by the CsI(Tl) calorimeter.

Fig. 2. (a) and (b) are the momentum spectra corrected for the energy loss in TGT before and after imposing the positron selection PID, respectively, before requiring the 
photon detection by CsI(Tl). The peak structure due to the predominant Kµ2 and Kπ2 decays is seen at 236  MeV/c and 205 MeV/c, respectively, in (a). The Kπ2 decay is 
reduced due to the momentum acceptance of the spectrometer. The Ke2(γ ) and Ke3 decays, as well as the remaining Kµ2 events due to µ+ mis-identification are presented 
in (b). The Ke2(γ ) peak is observed with a tail structure in the lower momentum region due to the emission of internal and external bremsstrahlung before entering the 
spectrometer. The momentum in (b) was scaled so that the Ke2(γ ) peak position is at 247 MeV/c, and consequently the Kµ2 peak position appears at 233 MeV/c. The e+

momentum below 225 MeV/c is not usable for the K SD
e2γ and Ke2(γ ) decays due to the high Ke3 contribution. The K SD+

e2γ , Ke2(γ ) , Ke3 and Kµ2 decays determined by simulation 
calculations are also shown in (b).

3000 MeV2/c4), (AC > 290, M2
TOF < 3000 MeV2/c4), and (AC > 290, 

PGC > 150) were used, and the µ+ impurity was estimated to be 
less than 0.5%. These positron selection cuts, as shown in Fig. 3, 
were chosen to remove most of the Kµ2 backgrounds with a µ+

rejection probability of (99.934±0.002stat)%, while maintaining a 
reasonable e+ efficiency of (75.2±0.4stat)%. This was determined 
to minimize the total uncertainty in the K SD

e2γ branching ratio mea-
surement from the Kµ2 subtraction. Since the pulse height of the 
PGC counter increased with increasing e+ momentum and the 
path length depended on the charged particle momentum, this in-
troduced a momentum dependence in the PGC and M2

TOF detection 

efficiency. On the other hand, the AC efficiency was nearly constant 
in the observed momentum region. The momentum dependence 
of the three PID elements was measured from 200 to 250 MeV/c
in order to correct for this effect. The black/solid line in Fig. 2 (b) 
shows the charged-particle momentum spectrum with the positron 
PID condition applied and without constraints from the CsI(Tl). 
The Ke2(γ ) , K SD

e2γ , and Ke3 decays, as well as the remaining Kµ2

events due to µ+ mis-identification are observed, and the mo-
mentum was slightly scaled so that the Ke2(γ ) peak position is 
at 247 MeV/c. The Ke2(γ ) peak has a tail structure in the lower 
momentum region due to the emission of internal and external 
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Fig. 1. Schematic cross sectional side view (right) and end view (left) of the E36  detector configuration. Charged particles from TGT were momentum analyzed by recon-
structing the particle trajectory using three MWPCs, C2, C3, and C4, as well as by TGT and SFT. Particle identification was carried out using AC, PGC and by measuring the 
time-of-flight between the TOF1 and TOF2 counters. The photon energy and hit position were measured by the CsI(Tl) calorimeter.

Fig. 2. (a) and (b) are the momentum spectra corrected for the energy loss in TGT before and after imposing the positron selection PID, respectively, before requiring the 
photon detection by CsI(Tl). The peak structure due to the predominant Kµ2 and Kπ2 decays is seen at 236  MeV/c and 205 MeV/c, respectively, in (a). The Kπ2 decay is 
reduced due to the momentum acceptance of the spectrometer. The Ke2(γ ) and Ke3 decays, as well as the remaining Kµ2 events due to µ+ mis-identification are presented 
in (b). The Ke2(γ ) peak is observed with a tail structure in the lower momentum region due to the emission of internal and external bremsstrahlung before entering the 
spectrometer. The momentum in (b) was scaled so that the Ke2(γ ) peak position is at 247 MeV/c, and consequently the Kµ2 peak position appears at 233 MeV/c. The e+

momentum below 225 MeV/c is not usable for the K SD
e2γ and Ke2(γ ) decays due to the high Ke3 contribution. The K SD+

e2γ , Ke2(γ ) , Ke3 and Kµ2 decays determined by simulation 
calculations are also shown in (b).
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efficiency. On the other hand, the AC efficiency was nearly constant 
in the observed momentum region. The momentum dependence 
of the three PID elements was measured from 200 to 250 MeV/c
in order to correct for this effect. The black/solid line in Fig. 2 (b) 
shows the charged-particle momentum spectrum with the positron 
PID condition applied and without constraints from the CsI(Tl). 
The Ke2(γ ) , K SD

e2γ , and Ke3 decays, as well as the remaining Kµ2

events due to µ+ mis-identification are observed, and the mo-
mentum was slightly scaled so that the Ke2(γ ) peak position is 
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PID with:
– TOF
– Aerogel Č
– Lead glass

TOF
Flight length 250 cm
Time resolution               <100 ps
Mis-ID probability            7x 10-4

Aerogel Č counter
Radiator thickness 4.0 cm
Refraction index               1.08
e+ efficiency         >98%
Mis-ID probability              3%

Lead glass (PGC)

Pmis (total) = Pmis (TOF) x Pmis (AČ) x Pmis (LG) = 8 x 10-7 < O(10-6) 

Material SF6W
Refraction index                1.05
e+ efficiency                       98%
Mis-ID probability 4%

PMT

μ+/e+ identification (designed)

Target
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§ Redundant PID to maximize e+ efficiency and minimize μ+ mis-ID
§ PID with:

Aerogel (AC) Leadglass (PGC) Time of flight (TOF)

μ+/e+ identification (typical performance)
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H. Ito et al., 
PLB 826, 136913 (2022)

–– e+ efficiency      ---- μ+ rejection 

PID performance limitation requires subtraction of residual muon background

J-PARC E36 Collaboration Physics Letters B 826 (2022) 136913

Fig. 3. The e+ detection efficiency (solid/red lines) and µ+ rejection probability (dashed/black lines) for pe+ = 247 MeV/c and pµ+ = 236 MeV/c, as functions of the (a) AC, 
(b) PGC, and (c) M2

TOF cut points. The cut points adopted for each detector are also shown. As for possible momentum dependence, see the text.

bremsstrahlung before entering the spectrometer. The contribution 
of Ke2(γ ) events with high energy bremsstrahlung emission was 
outside of the spectrometer acceptance. By applying variable cut 
conditions to suppress Kµ2, it could be confirmed that there was 
no Ke3 tail beyond 230 MeV/c.

2.4. Photon measurement by the CsI(Tl) calorimeter

The photon detector, a barrel of 768  CsI(Tl) crystals, covered 
∼70% of the total solid angle [16]. There were 12 holes for outgo-
ing charged particles to enter the spectrometer and 2 holes for the 
beam entrance and exit. Each crystal has a length of 25 cm and 
covers 7.5◦ in both the polar and azimuthal direction. The photon 
energy and hit position were obtained by summing the energy de-
posits and calculating the energy-weighted centroid of participat-
ing crystals in the Moliere spread. To read out the CsI(Tl) calorime-
ter, VF48  Flash ADCs [25] were employed to record the waveform 
data in order to resolve pulse-pileup events with high efficiency. 
The hardware threshold was set at ∼17 MeV to limit the event 
size. The CsI(Tl) energy and timing resolutions of a single module 
at 105 MeV were σE/E ≈ 2.6% and σt = 10.7 ns [26], respectively, 
and the position resolution was obtained as σpos = 7.6 mm. Ac-
cidental backgrounds were reduced by choosing a timing window 
of ± 50 ns. In addition, some of the photons that passed through 
the holes in the CsI(Tl) calorimeter into the spectrometer sectors 
were detected by gap shower counters (GSC), which are sandwich 
detectors of plastic scintillators and lead plates that will allow us 
to perform a supplemental K SD

e2γ study by detecting the radiative 
photons.

3. Analysis

3.1. Overview of the Br(K SD
e2γ )/Br(Ke2(γ )) determination

In the present study, the SD branching ratio, Br(K SD
e2γ ) normal-

ized to that of Ke2(γ ) decay, Br(Ke2(γ )), was determined from the 
ratio of the K SD

e2γ and Ke2(γ ) yields, corrected for the detector ac-
ceptance as

Br(K SD
e2γ )

Br(Ke2(γ ))
=

N(K SD
e2γ )

N(Ke2(γ ))
· R# =

N(K SD
e2γ )

N(Ke2(γ ))
· #(Ke2(γ ))

#(K SD
e2γ )

, (3.1)

where N is the number of the accepted events and R# is the ra-
tio of the overall acceptances # for Ke2(γ ) and K SD

e2γ , respectively, 
obtained by a Monte Carlo simulation. In contrast to the previous 
KLOE experiment which determined Br(K SD

e2γ ) relative to Br(Kµ2), 
the present experiment was able to disentangle both the number 
of N(Ke2(γ )) and N(K SD

e2γ ) events directly from the charged particle 

momentum spectra. The spectrum in Fig. 2 (b) was decomposed 
by simulating the spectrum of each contributing process and fit-
ting the linear combination to the measured spectrum. To further 
constrain Br(K SD

e2γ ), separate spectra were obtained for events with 
1 and 2 photons detected in the CsI(Tl) calorimeter and for events 
without conditions on the number of photons; these were fit si-
multaneously with the ratio Br(K SD

e2γ /Br(Ke2(γ )) and the yields of 
K SD

e2γ and Kµ2 decay as free parameters. The fit makes use of the 
R# values from the MC simulation. Our method has the following 
advantages : (1) charged particles from the Ke2(γ ) and K SD

e2γ de-
cays are e+ with similar momenta, and the PID efficiency up to a 
small p dependence cancels out; (2) since the Ke2(γ ) decay pro-
duces a peak at 247 MeV/c in the momentum spectrum, as shown 
in Fig. 2 (b), the Ke2(γ ) yield can be accurately determined, and, at 
the same time, the Ke2(γ ) events are largely suppressed by requir-
ing a photon hit in the CsI(Tl) calorimeter for the K SD

e2γ selection; 
(3) the CsI(Tl) acceptance can be determined using the two pho-
tons from the Kπ2 decay; (4) other systematic uncertainties from 
imperfect reproducibility of the experimental conditions such as 
tracker inefficiencies, detector misalignment, DAQ deadtime, etc. 
are also cancelled out in the ratio determination.

3.2. Detector acceptance

The detector acceptance for the K SD
e2γ decays was calculated by 

a GEANT4-based Monte Carlo simulation assuming the theoretical 
scheme of vector and axial-vector transitions [2,3]. The simulation 
data were generated assuming the Dalitz density given as

d2%(K SD
e2γ )

dxdy
= G2

F αm5
K sin2 θc

64π2

× [(V + A)2 fSD+ + (V − A)2 fSD− ], (3.2)

where G F is the Fermi constant, α is the fine structure constant, 
mK is the kaon mass, and θc is the Cabibbo angle. The form factors 
V and A represent the vector and axial-vector transitions, respec-
tively. The kinematical density distribution for both helicity terms 
fSD+ and fSD− can be described as

fSD+ = (x + y − 1)2(1 − x) and fSD− = (1 − y)2(1 − x), (3.3)

by ignoring small O(me/mK ) contributions, where x = 2Eγ /mK
and y = 2Ee/mK are dimensionless photon and e+ energies, re-
spectively, and me is the positron mass. It should be noted that 
the SD− , IB, and IB/SD+ interference are negligibly small in the 
high-momentum e+ region 230 < p < 250 MeV/c and in the large 
(e+, γ ) opening angle region [2]. Here, V was assumed to have 
the momentum transfer dependence V = V 0[1 + λ(1 − x)], while 
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Figure 24: The schematic explanation of data handling for each decay. Since we
can understand the KSD

l2γ kinematics carefully using the D1 data, we can correctly
estimate this background fraction in D0 sample. The KIB

l2γ events have to be included
into the Kl2 events for the radiative correction.

6 Determination of the Γ(K+ → e+ν)/Γ(K+ →
µ+ν) ratio

The RK value is determined from the numbers of the detected Ke2(γ) and Kµ2(γ)
events by correcting for the detector acceptances obtained from a MC simulation.
Here, we will explain some details of the RK determination. The schematic explana-
tion of the data handling for each decay is shown in Fig. 24.

6.1 Backgrounds from SD component of Ke2γ decay

The study of backgrounds from the SD component of the Ke2γ decay starts from a
correct understanding of the SD spectra using the D1e data. As mentioned in Section
3.3.8, events due to the SD component are recorded in the data with nearly the same
statistics of the Ke2 events and a spectroscopic study is possible by employing a
similar procedure from the E246/470 analyses. These KSD

e2γ spectra obtained by the
simulation are shown in Fig. 25 as indicated by black histograms. The shapes of the
spectra and the branching ratio can be compared with the results reported by the
KLOE group [29].

Next, we will switch from the analysis of D1e events to alternative D0e events.
Although we will impose no γ hit in the CsI(Tl) calorimeter, the SD component of the
Ke2γ decay with the photon escaping through the holes of the calorimeter is contained
in the 0γ sample. The radiated photon produced through the SD process tends to be
emitted in the opposite direction of the e+ and a part of the photons escape without
hitting the calorimeter, as shown in Fig. 25, indicated by the red histograms. Since
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𝑅𝐾 analysis status
• The momentum spectra of the 𝐾𝑒2 and 𝐾𝜇2 events were well reproduced by the 

simulation

• In the 𝐾𝑒2𝛾SD analysis, the separation of the 𝐾𝑒2 and 𝐾𝑒2𝛾SD decays was  carefully 
discussed. The simultaneous fitting automatically subtracted the 𝐾𝑒2𝛾SD backgrounds 
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§ Subtraction of structure dependent Ke2γ (SD) required
§ Internal bremsstrahlung (IB) to be included in Ke2:  “Ke2(γ)”
§ E36 and KLOE can measure the SD events
§ Ke2γ (SD) is important input for NA62 analysis (δRK/RK=0.4%)
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Abstract. For high precision measurements of K decays, the presence of radiated photons cannot be
neglected. The Monte Carlo simulations must include the radiative corrections in order to compute the
correct event counting and for efficiency calculations. In this paper, a method for simulating such decays
is briefly described.

1 Introduction

Many measurements on K decays have reached a statistical
error close to 1% or less. With such precision, the presence
of radiated photons, and in general the effect of radiative
corrections, cannot be neglected. Furthermore, the treat-
ment of the radiative corrections is explicitly required for
the extraction of many physical quantities, such as the
CKM matrix element Vus and the phase shifts δ0 − δ2, at
precisions of a few percent (or above). Hence, it is manda-
tory to include the effect of radiated photons in the Monte
Carlo (MC) simulations.

There are two aspects of a measurement that are af-
fected by the presence of radiated photons [1]: the geo-
metrical acceptance and the counting of the events. About
2.4% of K0 → πeνγ decays have a photon with an energy
above 30 MeV, as shown in Fig. 1, corresponding to about
10% of the center-of-mass energy. These photons soften the
momentum spectra of the electron and pion that are actu-
ally detected in an experiment, changing the geometrical
acceptance and the distributions of kinematic quantities
often used to select or count the number of signal events. If
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Fig. 1. Energy spectrum
for K0 → πeνγ MC de-
cays. 2.4% of the events
have Eγ > 30 MeV
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these effects are neglected, errors of up to few percent can
affect the measurement of a given branching ratio [2, 3].

2 Bremsstrahlung and infrared divergences

The main problem in simulating radiative decays is the
presence of infrared divergences: the total decay width for
single photon emission, computed at any fixed order in α,
is infinite. A finite value is obtained only by summing the
decay widths for the real and virtual processes calculated
to the same order in α [4–6]. As shown in [6], in the limit
of soft-photon energy, we can “re-sum” the probabilities
for multiple photon emission to all orders in α. The rate
for the decay process i → f accompanied by any number
of soft photons with total energy less than Eγ is given by

Γincl(Eγ) = Γ0

(
Eγ

Λ

)b

(1 + O(b2) + O(Eγ)). (1)

Here Γ0 is the unphysical decay width for the process i → f
without final state photons, and b is a function of the
particle momenta, is positive and of order α; it is given by

b = − 1
8π2

∑

m,n

ηmηnemenβ−1
mn ln

1 + βmn

1 − βmn
, (2)

where m and n run over all the external particles, en is
the charge of particle n, η = +1 or −1 for an outgoing or
incoming particle, and βmn is the relative velocity of the
particles n and m in the rest frame of either:

βmn =
[
1 − m2

nm2
m

(pn · pm)2

]1/2

. (3)

Λ is an energy cut-off that can be chosen as the mass M
of the decaying particle.

Differentiating Γincl(Eγ) with respect to Eγ , we obtain
an integrable differential distribution:

dΓincl

dEγ
= Γ0b

Eb−1
γ

M b
=

dΓBrem

dEγ

(
Eγ

M

)b

, (4)

Example spectrum
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§ Analytic expressions for IB
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these effects are neglected, errors of up to few percent can
affect the measurement of a given branching ratio [2, 3].

2 Bremsstrahlung and infrared divergences

The main problem in simulating radiative decays is the
presence of infrared divergences: the total decay width for
single photon emission, computed at any fixed order in α,
is infinite. A finite value is obtained only by summing the
decay widths for the real and virtual processes calculated
to the same order in α [4–6]. As shown in [6], in the limit
of soft-photon energy, we can “re-sum” the probabilities
for multiple photon emission to all orders in α. The rate
for the decay process i → f accompanied by any number
of soft photons with total energy less than Eγ is given by

Γincl(Eγ) = Γ0
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(1 + O(b2) + O(Eγ)). (1)

Here Γ0 is the unphysical decay width for the process i → f
without final state photons, and b is a function of the
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Differentiating Γincl(Eγ) with respect to Eγ , we obtain
an integrable differential distribution:

dΓincl

dEγ
= Γ0b

Eb−1
γ

M b
=

dΓBrem

dEγ

(
Eγ

M

)b

, (4)

Digital Object Identifier (DOI) 10.1140/epjc/s2005-02435-2
Eur. Phys. J. C 45, 417–420 (2006) THE EUROPEAN

PHYSICAL JOURNAL C

Monte Carlo simulation for radiative kaon decays
C. Gattia

Laboratori Nazionali di Frascati – INFN Via Enrico Fermi 40, 00044 Frascati (Rome), Italy

Received: 3 August 2005 /
Published online: 30 November 2005 – c⃝ Springer-Verlag / Società Italiana di Fisica 2005
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ally detected in an experiment, changing the geometrical
acceptance and the distributions of kinematic quantities
often used to select or count the number of signal events. If
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Fig. 1. Energy spectrum
for K0 → πeνγ MC de-
cays. 2.4% of the events
have Eγ > 30 MeV
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these effects are neglected, errors of up to few percent can
affect the measurement of a given branching ratio [2, 3].

2 Bremsstrahlung and infrared divergences

The main problem in simulating radiative decays is the
presence of infrared divergences: the total decay width for
single photon emission, computed at any fixed order in α,
is infinite. A finite value is obtained only by summing the
decay widths for the real and virtual processes calculated
to the same order in α [4–6]. As shown in [6], in the limit
of soft-photon energy, we can “re-sum” the probabilities
for multiple photon emission to all orders in α. The rate
for the decay process i → f accompanied by any number
of soft photons with total energy less than Eγ is given by

Γincl(Eγ) = Γ0

(
Eγ

Λ

)b

(1 + O(b2) + O(Eγ)). (1)

Here Γ0 is the unphysical decay width for the process i → f
without final state photons, and b is a function of the
particle momenta, is positive and of order α; it is given by

b = − 1
8π2

∑

m,n

ηmηnemenβ−1
mn ln

1 + βmn

1 − βmn
, (2)

where m and n run over all the external particles, en is
the charge of particle n, η = +1 or −1 for an outgoing or
incoming particle, and βmn is the relative velocity of the
particles n and m in the rest frame of either:

βmn =
[
1 − m2

nm2
m

(pn · pm)2

]1/2

. (3)

Λ is an energy cut-off that can be chosen as the mass M
of the decaying particle.

Differentiating Γincl(Eγ) with respect to Eγ , we obtain
an integrable differential distribution:

dΓincl

dEγ
= Γ0b

Eb−1
γ

M b
=

dΓBrem

dEγ

(
Eγ

M

)b

, (4)

§ Works also for differential decay widths
§ Simple implementation in MC generators
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where we have neglected second order terms in b. To O(α)
this can be identified with the single-photon emission prob-
ability, and indeed, it can be written in terms of

dΓBrem

dEγ
= Γ0

b

Eγ
. (5)

The presence of the extra factor (Eγ/M)b ensures the in-
tegrability of (4) in the limit Eγ → 0.

In the derivation of (1), in [6], no explicit integration
is required on the momenta of particles other than those
of the photons. The result in (4) can thus be applied to
differential decay widths:

dΓincl

dEγdξ
=

dΓBrem

dEγdξ

(
Eγ

M

)b(ξ)

, (6)

where ξ represents the independent kinematic variables of
the decay process without photons, and where

dΓBrem

dEγdξ
=

dΓ0

dξ

b(ξ)
Eγ

. (7)

Note that, while for two body decays b is a constant, for
decays with more particles in the final state, the velocities
β in (3) and thus b, depend on the variables ξ.

3 MC simulation for radiative decays

While for a complete MC simulation we need the decay
width for all values of Eγ , the relation in (6) is true only
for soft-photon emission. However, the value of the expo-
nent b, which is of order α, is about 0.01. Hence, while
(Eγ/M)b is a large correction for Eγ → 0, its value is close
to 1 when Eγ → M . Therefore, if we use the complete
differential decay width at order α for the emission of a
photon, dΓBrem/dEγdξ, instead of its approximation for
low energies in (7), the decay width in (6) represents a
good approximation for the entire energy spectrum.

In summary, the “recipe” for writing the amplitude for
the process i → fγ is the following.
(1) Calculate the b factor using (2).
(2) Calculate the amplitude Mi→fγ at order α.
(3) Fix the divergence in the squared amplitude by multi-
plying by (Eγ/M)b:

|Mi→fγ |2no IR = |Mi→fγ |2(Eγ/M)b. (8)

3.1 MC generators

Following the recipe outlined in the previous section we
have written the MC generators for the decays K0→ ππγ,
K0 → πeνγ, K0 → πµνγ, K0 → π+π−π0γ, K± → ππγ,
K± → eνγ, K± → µνγ, K± → πeνγ, K± → πµνγ, and
K± → π±π0π0γ. We obtained the amplitudes Mi→fγ at
order α mainly from [7], where they are calculated using
chiral perturbation theory at order p2and p4. Concerning

the semileptonic modes, for simplicity we have used only
the p2expression of the Mi→fγ amplitudes. At this order,
the form factors f+ and f−are equal to 1 and 0 respectively.
In order to take into account the leading dependence on the
variable t = (pK−pπ)2we have multiplied the amplitude by
an overall factor (1+λ+t/M2

π+).1The uncertainty related
to this approximation is discussed in the following.

Large-scale MC production in high energy experiments
puts stringent limits on the time needed to generate one
single event. This time should not exceed the time needed
to track the particles inside the detector. In the KLOE
MC this time is about a few milliseconds. We have used a
combination of MC sampling techniques, the acceptance-
rejection (Von Neumann) method and the inverse trans-
form method [8], to reach this goal [9]. The average time
for generating one event is a fraction of a millisecond.

We compared the fraction of events with a photon above
an energy threshold predicted by the MC simulation, with
theoretical expectations and experimental results, for sev-
eral kaon decay channels. For instance, the MC predic-
tion for the fraction of K0 → π+π−γ in which a pho-
ton has energy greater than 20 MeV (50 MeV) is equal to
7.00×10−3(2.54×10−3), in agreement with the measured
value (7.10 ± 0.22)×10−3((2.56 ± 0.09)×10−3), and that
from theoretical predictions 7.01 ×10−3 (2.56 ×10−3) for
the KS

2 [10].
Moreover, we calculated the ratio

R(E, θ) =
Γ (Ke3γ , Eγ > E, θeγ > θ)

Γ (Ke3(γ))
, (9)

giving the fraction of decays k → πeνγ with a photon with
energy Eγ above E and angle between the electron and
photon θeγ above θ, for different values of the energy E
and angle θ, and we compared it to theoretical predictions
and, whenever possible, with experimental values. MC cal-
culations of R0for K0→ πeνγ decays are shown in Table 1,
while theoretical expectations from [11, 12]3 are shown in
the top and middle part of Table 2, respectively. Since the
decay width in the denominator of (9) is inclusive of pho-
ton emission, following the treatment of [16], we divided
the predictions of [11,12] by a factor (1 + δe

k), where δe
k is

the total electromagnetic correction extracted from [13].
Note that a different approach is used in [14], where most
of the electromagnetic corrections are absorbed in f+(0)
and therefore cancel out in the ratio R0.

The results for R0 from a recent MC simulation, de-
scribed in [15], are shown in the lower part of Table 2.
Experimental results for R0 have been recently published
in [16] by the KTeV Collaboration, for two values of the
photon energy and angle:

R0(10 MeV, 0◦) = (4.942 ± 0.062) ×10−2, (10)

R0(30 MeV, 20◦) = (0.916 ± 0.017) ×10−2, (11)
1 We used the value λ+ = 0.03.
2 These numbers refers only to the inner bremsstrahlung

(IB) term.
3 We quote the values from [12], obtained for λ+ = 0.03, as

in our simulation.
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Fig. 4. Kπ2 spectra compared with the MC simulation taking into account the accidental backgrounds in the CsI(Tl) calorimeter. (a) and (b) are the photon energy distributions 
(Eγ 1 > Eγ 2), (c) is the opening angle between the π+ and π0, and (d) is the invariant mass Mγ γ . The black dots are the experimental data. The contribution from the 
π0 decay and events with at least one of the two clusters being accidental are shown as the dotted (blue) and dashed (green) histograms, respectively, and the solid (red) 
histogram is obtained by summing the two components.

A was constant, according to the Chiral Perturbation Theory (ChPT) 
model at O(p6) [10,11]. The λ and A/V 0 parameters were taken to 
be λ = 0.3 ± 0.1 and A/V 0 = 0.4  ± 0.1,5 respectively, which is the 
current theoretically conceivable range of ChPT O(p6) model cal-
culations [3]. The Ke2(γ ) decay with the IB component, calculated 
including re-summation of the decay probability for multiple pho-
ton emission [27 ], and the Kµ2 decay were also generated using 
the same simulation code.

3.3. Accidental backgrounds in the CsI(Tl) calorimeter

Since the CsI(Tl) calorimeter surrounded the beam axis, it was 
exposed to a high rate of scattered beam particles and accidental 
backgrounds in the calorimeter contributed to the raw K SD+

e2γ event 
samples. This accidental background was included in the simu-
lation in order to reproduce the actual experimental conditions. 
We used the experimental background events and merged them 
with the simulation data as follows. Since the Kµ2 decays with 
pµ = 236 MeV/c did not have accompanying photons, the CsI(Tl) 
signals which coincide with the Kµ2 decays within the timing win-
dow of ±50 ns can be treated as pure accidental backgrounds. The 
fraction of the radiative K + → µ+νγ decay is negligibly small and 
causes no effect in this background study. The Kµ2 events were se-
lected only by the momentum and PID analyses, and these CsI(Tl) 
signals were merged with the simulation data of the K SD+

e2γ , Ke2(γ ), 
and Kµ2 decays. It should be noted that the ratio of the single-

5 The difference of the A/V 0 value obtained by the O(p4 ) and O(p6) calcula-
tions is adopted as a systematic uncertainty.

cluster and zero-cluster Kµ2 events was ϵ = (18.85 ± 0.03stat)%. 
The validity of this simulation method was checked using two 
photons (Eγ 1 > Eγ 2) from the π0 decay in K + → π+π0 tagged 
by the π+ with 200 < pπ < 210 MeV/c and the photon energy 
higher than 21 MeV. Also, events with large shower leakage from 
the calorimeter were rejected by requiring Eγ 1 + Eγ 2 > 120 MeV. 
Fig. 4 shows the experimental spectra (dots) of (a) Eγ 1, (b) Eγ 2,
(c) opening angle between the two photons, and (d) invariant 
mass (Mγ γ ), together with the simulation data. The contribution 
from the π0 decay and events with at least one accidental back-
ground hit in the two clusters are shown as the dotted (blue) and 
dashed (green) histograms, respectively. The solid (red) histogram 
is obtained by summing the two components and normalizing to 
the experimental yield. The results of the simulation are in good 
agreement with the experimental data, which indicates a good un-
derstanding of the photon measurement by the CsI(Tl) calorimeter. 
Also, the detection efficiencies of all CsI(Tl) modules were deter-
mined using the Kπ2 events. Using the information of the π+ and 
one of the two photons, the second photon energy and direction 
were calculated, and the existence of the actual photon cluster was 
checked.

3.4. K SD+
e2γ event selection

In order to relatively enhance the K SD+
e2γ events and suppress 

the Kµ2 background events, photon hits in the CsI(Tl) calorimeter 
were required. Due to pile-up of the accidental backgrounds in the 
CsI(Tl), the accepted K SD+

e2γ events included 2-cluster events in the 
calorimeter with a ratio of the ϵ probability obtained using Kµ2
events compared with 1-cluster events. Since event loss in the 1-

5

§ Kπ2 (K+ à π+π0) 
recon. 2-cluster
events

§ Accidental bg: 
Kμ2 + 1-cluster
(~19%)
exp. acc. spect.

§ Mixing exp. acc.
with simulated 
1-cluster Kπ2 for
acc. background
in 2-cluster evts.
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Fig. 5. Charged-particle momentum spectra with requiring (a) one photon cluster and (b) two photon clusters in coincidence with the e+ track, and (c) charged particles 
without any CsI(Tl) constraint. The dots (black) are the experimental data. The solid (green), dashed (blue), and dashed-dotted (magenta) lines are the K SD+

e2γ , Ke2(γ ) , and Kµ2
decays, respectively, determined by simulation calculations. The thick-red lines are the fitted results obtained by adding all the decay contributions. The events are shown 
only for the fitted momentum range.

Table 1
Results of the individual counts N , acceptance ratio R" , and Br(K SD+

e2γ )/Br(Ke2(γ )) values with statistical uncertainties obtained by simultaneously fitting the events with 
1-cluster, 2-cluster, and without any CsI(Tl) constraint for Prun and Crun. An error-weighted average of the Prun and Crun results was adopted as the final result. Also, 
N(Ke2(γ )), N(K SD+

e2γ ), N(Kµ2) in the fitting regions of p > 230, 232, and 240 MeV/c for the events with 1-cluster, 2-cluster, without any CsI(Tl) constraint, respectively, are 
given.

Run period Prun Crun Combined

Without CsI(Tl) constraint N(Ke2(γ )) 2353 ± 55 330 ± 21 2684 ± 59
N(K SD+

e2γ ) 355 ± 19 44 ± 7 399 ± 20

1 cluster N(K SD+
e2γ ) 432 ± 24 56 ± 9 488 ± 26

N(Kµ2) 11 ± 16 11 ± 7 22 ± 17
R"1 6.22 5.83

2 cluster N(K SD+
e2γ ) 77 ± 4 9 ± 1 86 ± 4

N(Kµ2) 3 ± 5 3 ± 3 6 ± 6
R"2 34.8 38.4

Results χ2/dof 36.7/43 51.7/43
N(K SD+

e2γ ) 509 ± 28 65 ± 10 574 ± 30
N(Kµ2) 14 ± 17 14 ± 8 28 ± 19
Br(K SD+

e2γ )/Br(Ke2(γ )) 1.14 ± 0.07 1.0 ± 0.2 1.12 ± 0.07

cluster data and the appearance of the 2-cluster events were taken 
into account in the simulation, the K SD+

e2γ branching ratio can be 
derived by comparing the experimental data with the simulation 
for both the 1-cluster and 2-cluster events simultaneously.

The K SD+
e2γ decays with 1-cluster in the CsI(Tl) were obtained 

using the following procedure. The photon energy and the opening 
angle between the e+ and γ were required to be Eγ > 21 MeV
and cos θeγ < −0.8. This Eγ cut point was a little higher than 
the hardware threshold to remove effects from small gain vari-
ations of each CsI(Tl) module. Assuming the K + → e+νγ decay 
kinematics, the missing-mass-squared was calculated as M2

miss =
(mK − Ee − Eγ )2 − (pe + pγ )2 where p is the momentum vec-
tor. The accepted interval was imposed to be −4000 < M2

miss <

8000 MeV2/c4. The momentum spectrum is shown in Fig. 5 (a) in-
dicated by the dots. Here, a small contribution from Kµ2 with an 
accidental hit remained after the K SD+

e2γ selection cuts. On the other 
hand, the Ke2(γ ) events with an accidental hit were efficiently re-
moved by the K SD+

e2γ selection cuts, and the fraction is negligibly 
small. The decays in the 2-cluster data were selected in a simi-
lar manner. If one of the two clusters satisfied the conditions for 
the 1-cluster analysis, the event was adopted as a K SD+

e2γ decay and 
the associated CsI(Tl) cluster was chosen as the true photon event, 
as shown in Fig. 5 (b). It should be noted that the Kµ2 surviving 
fraction relative to the K SD+

e2γ yield in the 2-cluster data is approxi-
mately twice that observed in the 1-cluster data because there are 
two photon candidates in the 2-cluster analysis.

3.5. Br(K SD+
e2γ )/Br(Ke2(γ )) determination

The Br(K SD+
e2γ )/Br(Ke2(γ )) value was obtained to be 1.14 ± 0.07

for the Prun data set (as defined below; see Table 1) by si-
multaneously fitting the momentum spectra of the events with 
1-cluster, 2-cluster, and without any CsI(Tl) constraint using the 
simulation data of the K SD+

e2γ , Ke2(γ ) , and Kµ2 decays, as shown 
in Fig. 5 (a)(b)(c). Here, the value of ϵ obtained with the Kµ2
events was used as a constraint in the fit. The solid (green), dot-
ted (blue), and dashed-dotted (magenta) lines are the decomposed 
K SD+

e2γ , Ke2(γ ) , and Kµ2 events. The thick-red line is the fit result 
obtained by adding all the decay contributions. The fitting regions 
of p > 230, 232, and 240 MeV/c for the events with 1-cluster, 2-
cluster, without any CsI(Tl) constraint, respectively, were chosen to 
reduce the effects from the Kµ2 subtraction to minimize the un-
certainty of K SD+

e2γ by eliminating most of the Kµ2 events. Note that 
it is very difficult to reproduce these surviving Kµ2 events after 
the PID selection and the M2

miss, cosθeγ , Eγ cuts by the simula-

tion. The Br(K SD+
e2γ )/Br(Ke2(γ )) result as well as the accepted K SD+

e2γ
and Ke2(γ ) yields used in the fitting and the associated R" val-
ues are given in Table 1 under the heading “Prun” (physics run), 
along with the statistical uncertainties from the fits. The statistical 
uncertainty of R" obtained from the MC calculation was less than 
10−3.

The events in Fig. 5 (a) were used for an event selection validity 
check. Fig. 6 shows the distribution of (a) Eγ , (b) cosθeγ , and (c) 
M2

miss. The Kµ2 background fraction in Fig. 6 was successfully sup-

6
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.
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ment with the 12 spectrometer gaps in the simulation can in-
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acceptance. This effect was estimated by considering the maximum 
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grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
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e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
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e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
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rejected and the systematic effect could not be studied. To check 
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ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
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e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.
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and taken into account in the simulation. However, its statistical 
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obtained using the Kπ2 events was treated as a systematic ef-
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were obtained to be negligible; they can be mainly removed by 
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butions depend on the K SD+
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effects were common for the Ke2(γ ) and K SD+
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celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)
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is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+
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200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,
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e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
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with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
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using the RSM
K prediction. Therefore, the Br(K SD+
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is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
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In the present work, the Br(K SD+
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was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
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out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2
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Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+
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using the RSM
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is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+
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200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
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Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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4. Systematic uncertainties

In the present work, the Br(K SD+
e2γ ) value relative to Br(Ke2(γ ))

was obtained by calculating the ratio of the K SD+
e2γ and Ke2(γ )

yields, as defined in Eq. 3.1. The charged particle analysis was 
first performed, then the photon measurement was required for 
the further K SD+

e2γ selection. Therefore, the dominant contributions 
to the systematic uncertainty are due to the ambiguity of the ra-
diative photon measurement in the K SD+

e2γ decay. The systematic 
uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) determination are sum-
marized in Table 2.

The imperfect reproducibility of the CsI(Tl) hole structure align-
ment with the 12 spectrometer gaps in the simulation can in-
troduce a systematic uncertainty through a change in the photon 
acceptance. This effect was estimated by considering the maximum 
conceivable hole size change of 2 mm. Since the accidental back-
grounds were concentrated in the energy region below 30 MeV, 
these events are very sensitive to the photon energy cut point. 
The cut point was changed from 18 MeV to 40 MeV, and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) change was interpreted as the uncertainty 
from this cut point effect. Although the CsI(Tl) accidental back-
grounds were taken into account in the simulation, the CsI(Tl) tim-
ing window was relaxed to accept more accidental events. The tim-
ing window of ±50 ns was intentionally increased up to ±60 ns, 
and the Br(K SD+

e2γ )/Br(Ke2(γ )) change was adopted as the system-
atic uncertainty. However, if the window was tightened to reduce 
the accidental backgrounds, the genuine CsI(Tl) events were also 
rejected and the systematic effect could not be studied. To check 
effects from the background intensity fluctuation, the beam back-
ground data obtained using the Kµ2 events were separated into 
4 subsets using time series of the experimental period and the 
Br(K SD+

e2γ )/Br(Ke2(γ )) was determined for each background sample. 
The variance of the average value was used to estimate this effect.

The momentum dependence of the PID detectors from 200 to 
250 MeV/c was measured using the Ke3 and in-flight Ke3 events 
and taken into account in the simulation. However, its statistical 
uncertainty introduced a possible change in the efficiency correc-
tion, which was regarded as a systematic effect in the efficiency 
correction. Also, the statistical uncertainty of the CsI(Tl) efficiency 
obtained using the Kπ2 events was treated as a systematic ef-
fect of the photon measurement by the CsI(Tl) calorimeter. The 
E36 simulation started from K + decays at rest and we did not 
take into account in-flight K + decay in the simulation, because 
it was not possible to accurately reproduce the K + stopping pro-
cess. The fraction of the in-flight decays was reduced to less than 
0.1% by the TOF1 timing cut. The variation of the results observed 
when this cut was enforced was used as the contribution to the 
systematic error from this effect. In particular, the Ke3 decays 
with non-Gaussian tails were carefully checked with and with-
out the π0 requirement using the CsI(Tl) calorimeter. Because the 
Kµ2 backgrounds were subtracted from the observed Ke2(γ ) and 
K SD+

e2γ samples, a mis-understanding of the response function for 
the Kµ2 momentum determination would introduce a systematic 
uncertainty. This effect was estimated by changing the PID condi-
tions around the selected windows. Also, using the MC calculation, 
the effects from the Kµ2 decays followed by in-flight µ+ decay 
were obtained to be negligible; they can be mainly removed by 
the tracking information for the momentum determination with 
additional reduction by the AC and M2

TOF cuts.
Since the (e+ , γ ) angular correlation and photon energy distri-

butions depend on the K SD+
e2γ form factor, the detector acceptance 

was affected by the λ parameter. The Br(K SD+
e2γ )/Br(Ke2(γ )) shift 

due to a parameter change of $λ = 0.1 [3] was interpreted as 

systematic uncertainty. Although effects from a A/V 0 uncertainty 
were not serious, the detector acceptance was calculated by vary-
ing $(A/V 0) = 0.1 and treated as a systematic uncertainty. In 
addition, effects from a misunderstanding of the K + stopping dis-
tribution and TGT thickness, inaccuracy of the K + vertex position 
and e+ momentum determinations, etc. were evaluated, but these 
effects were common for the Ke2(γ ) and K SD+

e2γ decays and can-
celled out in their ratio. The total size of the systematic uncertainty 
in the Br(K SD+

e2γ )/Br(Ke2(γ )) determination was thus obtained by 
adding each item in quadrature to be 0.036.

5. Result

The K SD+
e2γ branching ratio relative to the Ke2(γ ) decay was de-

termined using the Prun and Crun analysis results with a total of 
574 ± 30 K SD+

e2γ events, and an error-weighted average of these val-
ues was adopted as the final result by adding the total size of the 
systematic uncertainties, Br(K SD+

e2γ )/Br(Ke2(γ )) = 1.12 ± 0.07stat ±
0.04syst.

The Br(K SD+
e2γ ) value relative to the Kµ2 decay can be expressed 

as

Br(K SD+
e2γ )

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× Br(Ke2(γ ))

Br(Kµ2)
=

Br(K SD+
e2γ )

Br(Ke2(γ ))
× RSM

K (5.1)

using the RSM
K prediction. Therefore, the Br(K SD+

e2γ )/Br(Kµ2) value 
is derived to be (2.77 ± 0.17stat ± 0.10syst) × 10−5. Next, the partial 
fraction of the K SD+

e2γ branching ratio in the phase space region (p >
200 MeV/c, Eγ > 10 MeV) is obtained by correcting for the phase 
space reduction calculated assuming the form factor parameters 
used in the analysis,

Rγ =
Br(K SD+

e2γ , p > 200 MeV/c, Eγ > 10 MeV)

Br(Kµ2)

= (1.85 ± 0.11stat ± 0.07syst) × 10−5, (5.2)

where the systematic effect of this phase space reduction due to 
the form factor uncertainty is estimated to be 0.007 × 10−5 and is 
already included. This result is almost 25% (∼2.5σ ) higher than the 
result, (1.483 ± 0.066stat ± 0.013syst) × 10−5, reported in the previ-
ous experimental study [8] which supported the theoretical mod-
els of ChPT-O(p4), Rγ = 1.477 × 10−5 [2], and ChPT-O(p6) [11]. 
On the other hand, the present result is in agreement with the re-
cent lattice calculation, (1.74 ± 0.21) × 10−5 [28].
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Fig. 8. Comparison of the E36 result with other studies. The experimental results (closed symbols) and the theoretical calculations (open symbols) are shown. The NLχQM [13]
and ChPT at order O (p6) [12] results are converted from the form factor (V 0 + A0) to the Rγ value using the values of (V 0 + A0) and Rγ determined by KLOE [8]. The 
combined E36 result based on a revision of the CsI(Tl) result from Ref. [9] in this work and the GSC result is consistent with the calculations using the lattice QCD and 
NLχQM, but 3.9σ , 4.8σ , and 5.0σ larger than the KLOE result [8], ChPT at order O (p4) [1,2,8], and ChPT at order O (p6), respectively.

lation of (V 0 + A0)
2 ∝ Rγ and the values of (V 0 + A0) and Rγ

determined by KLOE [8], the combined result is consistent with 
the form factor prediction of NLχQM [13], but 5.0σ larger than 
ChPT at order O (p6) [12]. The above experimental and theoretical 
results are summarized in Fig. 8.
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§ Lepton universality is challenged (BaBar, Belle, LHCb; gμ-2; PRP)
However: Most recent LHCb result on μ-e universality agrees with SM

§ Muon g-2 and proton radius puzzle are so far largest hints for μ-e LUV
§ MUSE: plays key role for testing of μ-e universality and solving PRP

§ TREK/E36: 
Measurement of RK = BR(Ke2(γ))/BR(Kμ2(γ)) – test of μ-e universality
Extraction of RK underway
Measured structure-dep. BR(Ke2γ(SD))

Summary
44



Backup
45



Systematics
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Fig. 6. The K SD+
e2γ spectra with the 1-cluster requirement: (a) Eγ , (b) cosθeγ , and (c) M2

miss . The K SD+
e2γ events were selected by imposing p > 230 MeV/c, −4000 < M2

miss <

8000 MeV2/c4, and cosθeγ < −0.8 to suppress the Ke3 and Kµ2 contributions. The black dots are the experimental data. The solid (green) and dashed-dotted (magenta) 
histograms are the simulation data of K SD+

e2γ and Kµ2 with accidental backgrounds, respectively. The thick-red line is the total simulation result obtained by adding each 
component.

Fig. 7. Charged particle momentum spectra for the Crun data with requiring the (a) 1-cluster and (b) 2-cluster in the CsI(Tl) calorimeter and (c) without any CsI(Tl) constraint. 
The black dots are the experimental data. The solid (green), dashed (blue), and dashed-dotted (magenta) lines are the K SD+

e2γ , Ke2(γ ) , and Kµ2 decays, respectively, determined 
by simulation calculations. The thick-red lines are the fitted result obtained by adding all decay contributions.

pressed down to ∼2% of the K SD+
e2γ yield in the fitted momentum 

range. The experimental data (dots) are in good agreement with 
the simulation (thick-solid/red), indicating a correct understanding 
of the K SD+

e2γ acceptance. The decomposed K SD+
e2γ (solid/green) and 

Kµ2 (dashed-dotted/magenta) contributions are also shown.
In this experimental study, one of the key issues is the treat-

ment of the accidental background in the CsI(Tl) calorimeter and 
the Kµ2 background that survives after the PID analysis. In order 
to validate this analysis method, the data taken during the com-
missioning runs dedicated to K + beam and PID detector tuning 
were used as systematic-control data (Crun), in which the amount 
of Kµ2 background was larger. As a result, the surviving Kµ2 frac-
tion in the Crun data was a factor of ∼3 higher than in the Prun 
data. These data samples were independently analyzed using the 
same analysis codes adopted for the Prun data. The e+ momen-
tum spectra were obtained using the same PID condition for events 
with the 1-cluster, 2-cluster, and without any CsI(Tl) constraint, as 
shown in Fig. 7 (a), (b), and (c), respectively, indicated by the dots. 
The Br(K SD+

e2γ )/Br(Ke2(γ )) ratio was derived to be 1.0 ± 0.2, which 
is consistent with the result using the Prun data in spite of the 
larger number of Kµ2 background events. The solid (green), dashed 
(blue), and dashed-dotted (magenta) lines in Fig. 7 are the K SD+

e2γ , 
Ke2(γ ) , and Kµ2 decays, respectively, obtained from the simula-
tion. The thick-red line is the fit result obtained by adding all the 
decay contributions. The details of the analysis result are summa-
rized in Table 1. In addition to the Crun analysis described above, 
a separate study was performed with the Prun data. The cuts were 
tightened to remove most of the Kµ2 background events and re-
laxed to accept the genuine K SD+

e2γ events with higher efficiency, 

Table 2
Summary of the systematic uncertainties for the Br(K SD+

e2γ )/Br(Ke2(γ )) ratio deter-
mination.

Source Systematic uncertainty

Hole size of CsI(Tl) calorimeter 0.017
CsI(Tl) misalignment < 0.001
Imperfect reproducibility of photon angular 
distribution

< 0.001

Accidental backgrounds in CsI(Tl) 0.004
Photon energy threshold of CsI(Tl) 0.007
Photon energy calibration of CsI(Tl) < 0.001
Photon timing window 0.009
CsI(Tl) detection efficiency 0.012
AC detection(PID) efficiency 0.007
PGC detection(PID) efficiency 0.007
TOF detection(PID) efficiency 0.019
Kµ2 background subtraction 0.015
K SD+

e2γ form factor 0.011
K + stopping distribution 0.003
Material thickness in the central parts < 0.001
Positron momentum resolution 0.002
Magnetic field 0.002
In-flight kaon decay 0.002

Total 0.036

although the statistical uncertainties were significantly enlarged. 
The Br(K SD+

e2γ )/Br(Ke2(γ )) values determined by these PID condi-
tions were consistent with those obtained using the optimized PID 
conditions within uncertainties, indicating the good reproducibility 
of the PID analysis in the simulation.

7


